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Abstract
Online reviews are a critical component of the retail business ecosystem today. They help consumers share feedback and readers
make informed choices. As such, it is important to understand the mechanism driving the creation of reviews and identify factors
which make them useful for readers. Extant work in this field has largely ignored the distribution of thematic content in reviews
and its role in review diagnosticity. This article attempts to bridge the gap. A novel approach is proposed to explore the
distribution of thematic content in reviews, in terms of underlying topics, and test its impact on influence of reviews. The
approach is illustrated through a case study using data from Yelp. Implications of the study for theory and practice are discussed.
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Introduction

Online reviews have become ubiquitous in consumer facing
businesses today. They allow consumers to share feedback
regarding a product and readers to make informed purchase
decisions. The importance of reviews has been highlighted in
both academic research and industry reports. Anderson (2014)
has reported that about 90% of consumers trust online reviews
as much as personal recommendations. Based on a survey,
Podium (2018) has reported that reviews impact purchase de-
cisions for 93% of consumers. Also, it has been found that
two-thirds of consumers are willing to pay more if they are
assured of a better experience. It has therefore become critical
for businesses tomonitor online reviewswritten for their prod-
uct(s). Correspondingly, it is important for academic re-
searchers to understand the mechanism driving the creation,

consumption, and overall impact of reviews on a business
(Corley et al. 2013).

Despite extensive research on online reviews in recent
years, there has been little focus on the thematic composition
of reviews and the association between thematic content and
review influence. Thematic composition of a document is de-
fined by distribution of underlying topics, and is a representa-
tion of granular information contained in a document. A de-
tailed examination of the thematic composition of reviews can
help online retailers and review sites identify the most relevant
reviews to be displayed to consumers, which in turn may
boost consumer value and satisfaction. As such, a generic
approach to explain the thematic composition of reviews and
examine its impact is important and a strong need for e-
commerce providers.

Towards this end, a novel process-based approach using
Latent Dirichlet Allocation (LDA) has been proposed in this
article. The approach is exploratory in nature, and inductively
identifies topics embedded in the reviews. Using the theoret-
ical lens of information diagnosticity and quality cues, the
topical composition is used to discover cues affecting the pur-
chase decision of the consumer. Correspondingly, an investi-
gation of the relationship between the discovered topics and
review influence is included as a part of the approach. To
summarize, the approach can help answer the following ques-
tions for a given set of reviews.
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Q1: What are the major topics underlying the set of
reviews?
Q2: How does thematic composition of a review affect its
influence?

To illustrate the utility of the proposed approach, the article
examines the distribution and impact of thematic content on a
set of restaurant reviews collected from Yelp. Three underly-
ing topic clusters are discovered. The first provides a generic
overview of the restaurant, the second is related to service, and
the third cluster is related to specific food items. The thematic
composition of reviews is found to vary based on the charac-
teristics of restaurants, reviewers, and their evaluation of the
restaurants. The discussion related to specific food items is
found to be positively associated with the diagnosticity of a
review, whereas generic information is found to have a nega-
tive association. The discussion related to service is found to
have no effect.

The article is organized as follows. The next section pre-
sents an overview of the extant literature in the field. Following
it, the proposed approach is presented and discussed. A case
study, illustrating the application and utility of the approach is
presented next. A discussion of the important findings in the
case study and their implications are presented in the following
sections. The article concludes with a discussion of the limita-
tions and scope for future research in this area.

Background and literature review

This article draws upon the theorical ideas of diagnosticity and
quality cues and makes a contribution to literature on online
review influence. A brief discussion of the two theoretical
lenses and important findings from previous studies has been
presented below.

Diagnosticity

Diagnosticity is defined as the extent to which consumers gain
information about a product from an entity, and are able to
make purchase decisions (Kempf and Smith 1998). In other
words, diagnosticity is a measure of the impact of an entity on
the consumers’ purchase decisions. Diagnosticity has been a
popular construct in the information systems and marketing
literature. Kempf and Smith (1998) have used the construct to
investigate the effectiveness of product trials in judging brand
attributes. Likewise, Jiang and Benbasat (2004) have used
diagnosticity to explain the impact of virtual product experi-
ence on consumer’s decision making in an online environ-
ment. Pavlou et al. (2007) and Dimoka et al. (2012) have
identified higher diagnosticity to be important mechanism to
mitigate uncertainty in online transactions and online com-
merce respectively. In the context of online reviews,

diagnosticity has been referred to as “helpfulness” or “useful-
ness”, depending on the terminology used by the e-commerce
site or review platform that provided the data for the study. In
this article, generic terms “review influence” or “review
diagnosticity” have been used for the purpose.

Quality cues and attributes

The idea of quality cues and quality attributes provides an
important conceptual lens to understand reviews. Quality cues
are “informational stimuli that are, according to the consumer,
related to the quality of the product, and can be ascertained by
the consumer through the senses prior to consumption”
(Steenkamp 1990). Consumers compare between available
alternatives, and make purchase decisions based on the ob-
servable quality cues. In the context of online commerce, it
may be noted that product or service characteristics are often
unknown before consumption, and consumers have to rely on
reviews posted by other consumers to make purchase deci-
sions. Reviews act as a significant source of quality cues in
this context. Quality attributes, on the other hand, are benefits
provided by the product. Unlike quality cues, quality attri-
butes can be ascertained only after the consumption of the
product. Reviews may be viewed as consumer feedback on
the quality related attributes of a product.

Previous studies on online review influence

The literature in the field of review influence has largely been
guided by the idea of diagnosticity. In an early article,
Mudambi and Schuff (2010) have proposed that longer re-
views have higher information content and higher diagnostic
value. They have found that longer reviews are more influen-
tial than shorter reviews. The finding was corroborated in
subsequent studies (Baek et al. 2012; Lee and Choeh 2016).
Likewise, Weathers et al. (2015) have showed that reviews of
products which contained both positive and negative informa-
tion about a product had a higher diagnosticity and were more
influential than neutral reviews as well as reviews containing
only positive or negative information.

Examining the association between review valence and its
influence, Baek et al. (2012) and Chen and Lurie (2013) have
shown that reviews with a lower rating score are more influ-
ential compared to reviews with a higher rating score.
Likewise, it has been shown that the influence of a review
increases with an increase in the proportion of negative words
in the text of the review (Baek et al. 2012; Kuan et al. 2015). In
addition to diagnosticity, the idea of negativity bias has been
used to explain these observations.

Other factors which have been established as drivers of
review influence include readability, linguistic attributes of a
message, and characteristics of a reviewer. Ghose and Ipeirotis
(2011) have shown that the influence of a review increased
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with an increase in the readability of the review. Kuan et al.
(2015), however, have found a negative relationship be-
tween the two variables. Examining the impact of linguis-
tic attributes, Ghose and Ipeirotis (2011) have shown that
spelling errors in a review negatively affected its influence.
Huang et al. (2013) have shown that attribute based re-
views were more helpful for search goods, while experi-
ence based reviews were more helpful for experience
goods. Weathers et al. (2015) have found that reviews of
experience goods that contained both positive and negative
information about a product were more influential than
neutral reviews as well as reviews containing only

positive or negative information. The effect has not been
observed for search goods. Otterbacher and Arbor (2009)
have shown that a review written by a reviewer with a
better rank is more influential. Likewise, Ghose and
Ipeirotis (2011) have observed that the influence of a re-
view is positively associated with the average number of
positive votes received by the previous reviews written by
a reviewer. And Forman et al. (2008) have shown that the
disclosure of the reviewer’s real name and location is pos-
itively associated with the influence enjoyed by a review.

The important articles in the field have been summarized in
Table 1 below.

Table 1 Extant research on online review influence

Variables Articles Findings Data Source

Textual components

Review length (Mudambi and Schuff 2010; Baek
et al. 2012; Lee and Choeh 2016)

The length of a review is positively associated with its
influence.

Amazon (all three articles)

Sentiment / emo-
tional content

(Baek et al. 2012; Kuan et al. 2015)
(Yin et al. 2014)

The influence of a review increased with an increase in
the number of negative words in the review. The
perceived anxiety affected review influence more
than perceived anger.

Amazon (Baek et al. 2012; Kuan
et al. 2015) and Yahoo!
Shopping (Yin et al. 2014)

Readability (Ghose and Ipeirotis 2011; Kuan et al.
2015)

Inconsistent findings. Ghose and Ipeirotis (2011) have
shown that review influence increased with an in-
crease in readability, whereas Kuan et al. (2015)
have shown that review influence decreased with an
increase in the readability of the review.

Amazon (Both articles)

Linguistic
attributes

(Ghose and Ipeirotis 2011) (Huang
et al. 2013) (Weathers et al. 2015)

The spelling errors in a review reduced the influence of
a review. Attribute based reviews were more
influential for search goods and experience based
reviews were more helpful for experience goods.
The reviews of experience goods which contained
both positive and negative information were more
helpful than reviews which were neutral or
contained only positive or negative information.

Amazon (Ghose and Ipeirotis
2011; Weathers et al. 2015) and
experiments ((Huang et al.
2013)

Non-textual components

Rating score /
Rating extrem-
ity / Rating de-
viation

(Baek et al. 2012; Chen and Lurie
2013; Wu 2013)

(Baek et al. 2012; Kuan et al. 2015)
(Mudambi and Schuff 2010; Pan
and Zhang 2011; Kuan et al. 2015)

Inconsistent findings. Baek et al. (2012) and Chen and
Lurie (2013) have shown that review influence
varied negatively with rating score. Wu (2013) have
shown that the effect vanished when the quality of
review was controlled. Inconsistent findings. Baek
et al. (2012) have shown that review influence de-
creased with an increase in the rating deviation,
whereas Kuan et al. (2015) have observed that re-
view influence increased with an increase in the
deviation of rating score from average rating.
Review extremity increased the influence of a re-
view and the effect was stronger for experience
goods than search goods.

Yelp (Chen and Lurie 2013) and
Amazon (other articles)

Reviewer
credibility and
information
disclosure

(Otterbacher and Arbor 2009; Ghose
and Ipeirotis 2011) (Forman et al.
2008)

The reviews written by a reviewer with higher rank or
with better response to previous posts were more
influential. The extent of reviewer information
disclosure was positively associated with the
influence of a review.

Amazon (All articles)

Price (Baek et al. 2012) The impact of review length and negative words on
review influence was more for higher priced
products and the impact of rating deviation and
reviewer characteristics on review influence was
more for lower priced products.

Amazon
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Based on the above discussion, an important gap in the
literature may be noted. Information content has repeatedly
been highlighted as a key determinant of online review influ-
ence. However, measures used to represent information con-
tent have been weak, often based only on the count of words
in the review text. While word count or review length may
represent the amount of information contained in a review, it is
a weak proxy, if at all, for the quality and type of information
conveyed by a review.

In this study, we propose that diagnosticity depends not
only on the quantity of information, but also on the type of
information in a review. For instance, while purchasing a
phone, a customer may seek information about various as-
pects of the product, including its look and feel and functional
features. As such, we suggest that review information needs to
be represented on the basis of the granular concepts that it
represents, and not just on the count of words it contains. In
this study, topic modelling has been used to summarize review
content into individual topics (representing concepts) and test
the impact of topics on the overall influence of a review. Topic
modelling allows richer analysis than the standard text mining
approach of representing information through keywords
(Zhang et al. 2010), and has been discussed in detail in the
following section.

Proposed approach

Both quantitative and qualitative research methods have been
used to study different aspects of online social communities in
general, and online reviews in particular. There are inherent
major drawbacks, though, in either of these approaches.
Quantitative research methods have predominantly focused
on review components, which are easily measurable (e.g.,
rating score, length etc.). Qualitative research methods, on
the other hand, have relied on content analysis to manually
examine a set of reviews and identify factors affecting influ-
ence. These methods have often been criticized for being sub-
jective, non-replicable, and non-scalable (Elo and Kyngäs
2008). Topic modeling can act as a bridge method, and ad-
dress limitations of the two research approaches. A detailed
discussion of using topic modeling, and its relevance for
studying online review influence has been presented below.

Topic modeling

Topic modeling is an information summarization technique,
and can be viewed as a semi- automated content analysis
method (Wallach 2006; Debortoli et al. 2016). Similar to con-
tent analysis, topic modeling also consists of five major steps:
problem identification, data collection, coding, analysis, and
interpretation (Schmiedel et al. 2018). First, the research ques-
tion intended to be addressed by topic modeling is finalized.

Next, during the data collection phase, text data relevant for
the research question is collected and stored as a corpus. A
major difference between manual content analysis and topic
modeling arises during the coding and analysis phases. In the
former, coding categories are decided apriori and values cor-
responding to the pre-defined categories are filled for each text
document. But in topic modeling, categories are identified
using the unsupervised machine learning approach. The inter-
pretation phase in topic modeling involves explaining the
functional significance of identified categories or “topic clus-
ters”, and using the clusters for further analysis (e.g., in PCA
or regression).

Topic modeling offers several advantages compared to
manual content analysis, as well as traditional statistical tech-
niques. First, traditional techniques like k-means clustering
work only on numeric data. Topic modeling methods, on the
other hand, allow identification of clusters from textual data,
and thereby enable a researcher to inductively gain deep in-
sights from the text. Second, by allowing an inductive exam-
ination of large text corpus, topic modeling allows constructs
as well as relationship between constructs to “emerge” from
data. This makes it a suitable tool for theory development
through exploratory research, unlike traditional quantitative
techniques which are mostly used for testing of theories.
And third, topic modeling allows analysis of naturally occur-
ring data (e.g., blogs, reviews etc.), unlike traditional quanti-
tative approaches (e.g., surveys), where data is “artificially”
generated in a controlled environment to support a study. As
such, data used in topic modeling is “less biased though social
expectations that can influence data that are created in research
situations” (Schmiedel et al. 2018).

Topic modeling is of particular significance in the study of
online review influence. It has been established by previous
articles in the field that textual content of reviews plays a
significant role in determining influence (Mudambi and
Schuff 2010; Baek et al. 2012). While review length, as a
measure of quantity of information provides an information
cue, a detailed analysis of the association between thematic
elements in a review and review diagnosticity is also needed.
Furthermore, as the information content of reviews varies for
different products and product types, and apriori theoretical
identification of specific themes affecting review influence is
not feasible, a generic method allowing automatic discovery
of information from text is needed. Finally, since the volume
of reviews is generally large, a scalable computing method is
preferable over manual analysis. Topic modelling allows
richer analysis than the standard text mining approach of
representing information through keywords (Zhang et al.
2010). This is because traditional text mining relies directly
on the analysis of word count and does not differentiate be-
tween the use of individual words in different contexts. In a
topic modelling algorithm like LDA the meaning of words is
inferred on the basis of their co-occurrence with other words.
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This helps to capture the contextual meaning of words
(DiMaggio et al. 2013). A process-based approach of topic
modeling, as discussed above and used in this article, has been
presented in Figure 1 below and discussed later.

Data collection

First, relevant data needs to be collected and stored. In addi-
tion to review text, this includes contextual data, particularly
the details of products or businesses for which reviews have
been written and reviewers who wrote the reviews.

Data preparation / cleaning

In text analysis, it is important to appropriately clean the
dataset and prepare it in a way so that text-based algorithms
can be applied on it. As the first step in data cleaning,
whitespaces in all strings constituting the text corpus are elim-
inated. Whitespaces or blank spaces often alter individual
strings by getting attached either before or after the strings.
Elimination of whitespaces ensures that same strings are not
interpreted as different by the topic modelling algorithm.
Next, punctuations and digits are removed from the corpus.
Punctuations add clarity to the text by separating individual

elements within the sentences. They do not add any new
meaning or modify the meaning of existing textual content.
Therefore, for the purpose of examining the topical content in
a text, punctuations have little significance and are eliminated
from the textual corpus. Likewise, digits and numbers, while
adding specificity to the meaning being conveyed by the text
(e.g., used for specifying exact price instead of mentioning a
“high price” item), do not add additional meaning. Therefore,
in the context of topic modelling, digits and numbers are also
redundant and are eliminated from the text corpus.

All words in the document are converted to a common case
(lower / upper). This ensures that the same words written in a
different case do not get interpreted differently. A text corpus
invariably consists of words which occur very commonly in
any document. For instance, words “the” and “can” occur in
most textual documents. These commonly occurring words,
referred to as “stopwords” are eliminated from the text corpus.
Elimination of stopwords is important and useful, as it allows
relevant keywords to emerge. Also, it makes the processing of
text faster. Following this, all words remaining in the text
corpus are stemmed. In Natural Language Processing stem-
ming refers to the idea of retaining only the word stem for each
word in the text corpus. For instance, words “eating” and “ate”
after stemming are reduced to the same word stem “eat”.
Stemming ensures that words with similar connotations are
not interpreted differently.

Fig. 1 An approach for exploring topical composition of reviews
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An example to illustrate the process has been presented
below.

“Original review: “Very satisfied! Great food! Quiet!
Perfect! New to Fountain Hills. This is the place we were
looking for”.

After removing whitespaces: “Very satisfied! Great food!
Quiet! Perfect! New to Fountain Hills. This is the place we
were looking for”.

After removing punctuations and digits: “Very satisfied
Great food Quiet Perfect New Fountain Hills This is the place
we were looking for”.

After converting to lower case: “very satisfied great food
quiet perfect new fountain hills this is the place we were
looking for”.

After removing stopwords: “very satisfied great food quiet
perfect new fountain hills this place looking””.

Finding topical information

To identify topic clusters, Latent Dirichlet Allocation (LDA)
is used (Blei et al. 2003). LDA is a popular topic modeling
algorithm, and has frequently been used in studies across dis-
ciplines to examine topics underlying a natural language tex-
tual corpus (Shi et al. 2016; Dyer et al. 2017; Guo et al. 2017;
Lugmayr and Grueblbauer 2017). Specifically, in the execu-
tion of LDA, a document is considered to be composed of
independent topics. The number of topic clusters to be identi-
fied in the text needs to be specified by the user. The relative
composition of each topic cluster in the document is calculat-
ed by the algorithm and is called “Gamma”. For example, with
the number of topic clusters specified as 2, the LDA may
compute gamma of topic cluster 1 as 0.60 and topic cluster
2 as 0.40. This indicates that 60% of the document is com-
posed of topics related to topic cluster 1, while 40% of the
document is composed of topics related to topic cluster 2.

Two important measures calculated by the LDA help in
interpretation of the identified clusters. For each term in the
text corpus, the probability of the term appearing in the dis-
cussion related to the underlying topic clusters is identified.
This value is called ‘Beta’. The terms with the highest value of
beta corresponding to a topic cluster appear more frequently in
the discussion pertaining to the topic cluster, compared to
other terms. Second, for every term, the relative probability
of appearing in one topic cluster compared to all other topic
clusters is calculated, and is called ‘Beta Spread’.
Mathematically, for a term T1, ‘Beta Spread’ between two
topic clusters, say C1 and C2, is calculated as follows.

Beta Spread (T1) C1, C2 = log (Beta (T1) C1) / log (Beta (T1)

C2).
The terms with a higher value of beta spread between a pair

of topic clusters are more likely to appear in the first topic
cluster, while terms with a lower value of beta spread are more

likely to appear in the second topic cluster. Analyzing reviews
containing terms with the highest or lowest values of these
measures can help in interpreting the identified clusters
(Robinson and Silge 2017).

Comparison of topical content across sub-samples

Based on a review of literature, three categories of variables
have been identified to sub-sample the review data: the first is
related to product / business, the second is related to reviewers
and the third is related to characteristics of review content.
Based on the identified topic clusters and the relative compo-
sition of the clusters, the topical composition of reviews in
individual sub-samples are compared.

Influence of topical content

Finally, a regression model is used to find if and how the
identified topic clusters associate with the influence that is
generated by a review. This step can determine the type of
information related to a product or business that help readers
make purchase decisions.

Case study

To illustrate the application of the proposed approach, we
identify and explain the distribution of thematic content
in an online review dataset of restaurants collected from
Yelp. The dataset is made available by Yelp, as part of
the Yelp dataset challenge 2018 (Yelp 2018). Review
data collected from Yelp is increasingly being used in
academic research pertaining to online reviews (Luca
and Zervas 2016; Banerjee et al. 2017; Vallurupalli and
Bose 2017) and is found suitable for this study. A de-
tailed step-wise discussion of the application of this ap-
proach is presented below.

Data collection

From the available dataset, reviews of a randomly selected
sample of 200 restaurants from the state of Arizona are used
in this study. Overall, the dataset consisted of 13,456 reviews.

Data preparation

Following the proposed approach, the whitespaces are elimi-
nated from the text. Following this, all digits and punctuations
are removed. All strings are then converted into lower case.
Next, the stopwords are eliminated, and finally, individual
strings in the text corpus are stemmed. Each of these steps is
executed using the in-built functions provided by the “tm”
package in R.
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Model building and insights

The first part of the approach relates to identification and
interpretation of topic clusters in the review text corpus. This
is done as discussed below.

Identification of underlying topic clusters

Latent Dirichlet Allocation (LDA) is used to identify topic
clusters underlying the reviews. LDA is used thrice, specify-
ing the number of output clusters as 2, 3, and 4 respectively.
For the interpretation of the identified topic clusters, and to
identify the differences between the clusters, beta and beta
spread of terms in the corpus are calculated, as discussed in
the previous section. With the number of output clusters spec-
ified as 3, the topic clusters are found to be most interpret-
able.1 In the interest of parsimony, the rest of this section
focuses on the output of LDA with 3 topic clusters.
Following the proposed approach, two measures, ‘Beta’ and
‘Beta spread’ are used for interpretation of the topic clusters.
For the output of LDAwith 3 topic clusters, the terms with the
highest positive and negative beta values are shown in
Table 2. The terms with the highest and the lowest value of
beta spread between topic clusters are shown in Table 3.

A detailed content analysis of reviews containing the words
in Tables 2 and 3 is carried out to understand the contextual
meaning of terms and determine the business significance of
the identified clusters. It is found that topic cluster 1 primarily
provides generic information about the restaurant, topic clus-
ter 2 relates to service-related information, while topic cluster
3 relates to information on specific food items. This may also
be observed from Appendix, which shows some of the re-
views containing the above terms.

Next, the analysis focuses on the topical composition of the
overall set of reviews and individual sub-samples of reviews.
This is discussed in detail in the following paragraphs.

Topical distribution across different individual sub-samples

The textual components of reviews commonly explored in
previous studies include length, readability, emotional con-
tent, and linguistic attributes of review text. Likewise, rating
score, reviewer credibility, reviewer information disclosure,
and price constitute the non-textual components. The linguis-

tic attributes of the review text and the extent of information
disclosure by reviewers are obtained through a manual coding
of the data. An important objective of the approach is to dis-
cover the quality attributes in reviews, and understand how
they vary across samples. For this purpose, the following
questions are addressed: How does topical distribution vary
between (1) reviews of different length, (2) reviews of differ-
ent readability, (3) reviews with different levels of affect or
emotional content, (4) reviews with different rating scores, (5)
reviews of businesses with different price range, and (6) re-
views written by reviewers with different levels of popularity?

The dataset used in this study has identified the price range
of all restaurants as falling in one of the three categories: 1, 2,
or 3, where the higher digit represented higher priced restau-
rants. Overall, the dataset has 3503 reviews of restaurants with
price range 1, 9554 reviews of restaurants with price range 2,
and 399 reviews of restaurants with price range 3 respectively.
The restaurants with price range 1 are identified as ‘Low
price’ restaurants, whereas those with price range 2 or 3 are
identified as ‘High price’ restaurants.

The length of a review is measured by the number of words
in the review. Review readability is measured by the average
number of words per sentence in the review text. With more
words, a sentence is believed to becomemore complex and less
readable. This is a well-known metric to measure readability
(Pennebaker et al. 2007). Emotional content is measured by the
total number of positive and negative words in the review
(Ghose and Ipeirotis 2011; Goes et al. 2014). All three attributes
are computed using Linguistic Inquiry and Word Count
(LIWC), a popular text analysis tool (Pennebaker et al. 2007).
The reviews with a star rating score higher than the median star
rating / length / emotional content are marked as ‘High rating’ /
‘High length’ / ‘High affect’, whereas those with a rating score
less than or equal to the median star rating are marked as ‘Low
rating’ / ‘Low length’ / ‘Low affect’ reviews. The reviews
where the average words per sentence is less than or equal to
the median words per sentence for all reviews are marked as
‘More readable’. In the same vein, the reviews where average
words per sentence is more than the median words per sentence
aremarked as ‘Less readable’. The number of fans of a reviewer
is used as a proxy for the popularity of the reviewer. The re-
views written by reviewers with number of fans more than the
median number of fans are marked as ‘Reviews by more pop-
ular reviewers’, whereas those written by reviewers with num-
ber of fans less than the median number of fans are marked as
‘Reviews by less popular reviewers’.

For each of the features, the mean and the standard devia-
tion of gamma values for the identified topic clusters is calcu-
lated for reviews in the ‘High’ and ‘Low’ categories. A t test is
used to determine if the difference in gamma values of topic
clusters between the categories is significant. The results are
shown in Table 4 and summarized in Table 5.

1 In the output of the LDAwith 2 clusters, one of the topic clusters represented
food related topics, while the other cluster was found to be a combination of
service and ambience related topics. In the output of the LDAwith 4 clusters,
the first topic cluster represented food and the second cluster represented
ambience. The third and fourth topic clusters represented service-related
topics. As such, the output of the LDAwith 3 clusters, where the three clusters
represented food, service, and ambience respectively, was found to be most
interpretable and ideal for further analysis.
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Next, the impact of topic clusters on review influence is
examined. The descriptive statistics related to the variables
used for this analysis are presented in Table 6.

First, a model without topic clusters is developed to serve
as baseline, as shown below.

Review influence (Total votes) = ß1*Rating deviation +
ß2*Review length + ß3*Reviewer popularity + ß4*Negative
affect + ß5*Review age + ß6*Review count + Error.

The variables that are known to affect review influence
from extant literature are used as independent variables in
the above model. Following extant literature (Kuan et al.
2015; Wan 2015), time elapsed (in days) since the review is
written and the number of reviews written for a product are

added as control variables. Review readability, as measured by
the average number of words per sentence in the review is
found to be correlated with review length and is dropped from
the model.

In subsequent models, each of the topic clusters is separate-
ly entered and the results are compared with the baseline re-
sults. The topic cluster values are moderately correlated with
each other. To avoid multicollinearity, the topic clusters are
not used together as independent variables in any of the
models. The results of the regression are summarized in
Table 7.

The results show that generic information is negatively
associated with review influence, while discussion related to
food items is positively associated with the influence of a
review. The discussion related to service is found to have no
significant impact on influence.

Discussion and analysis

The application of the proposed approach has allowed the
categorization of thematic content in reviews into three topic
clusters. Since online reviews reflect customer feedback of a
product or service, the identified topic clusters can be thought
of as dimensions along which the customers evaluate restau-
rants. The identification of topic clusters, and the quantifica-
tion of the extent of discussion for each of the clusters, has
allowed contextual analysis to determine if and how the ex-
pectations of customers vary across restaurants. Also, it has
helped understand how the content created varies with the
characteristics of reviewers and their specific evaluation or
feedback of the restaurant. Finally, the use of regression has
helped determine how the topic clusters affect the helpfulness
of a review, thereby illustrating a relationship between the
nature of information in a review and its influence on
customers.

Several important inferences can be drawn from the find-
ings. It is observed that the discussion related to food had a
positive impact while generic discussion had a negative im-
pact on the influence of a review. The discussion related to
service had no observable impact. This indicates that the de-
cision to visit a restaurant is more often informed by informa-
tion provided in reviews about food than service issues or
generic information about the restaurant. From the perspective
of quality cues and information diagnosticity, it may be in-
ferred that cues related to foodmake a reviewmore diagnostic,
compared to cues related to service or general characteristics
of a restaurant. The finding shows how the use of topic model-
ling algorithms can illustrate the application of theoretical
ideas related to textual content.

Likewise, important findings regarding the quality attri-
butes valued by consumers also emerge from the analysis.
Sub-sample analysis that is based on characteristics of

Table 3 Terms with the highest beta spread between different topic
clusters

Topic cluster 1 versus topic cluster 2

Highest Lowest

Terms Beta spread Terms Beta spread

always 13.7 order −14.7
price 13.7 just −13.9
best 13.4 wait −13.3
staff 13.4 table −13.2
happy 13.2 server −13.0

Topic cluster 2 versus topic cluster 3

Terms Beta spread Terms Beta spread

time 14.4 menu −13.5
drink 13.5 hot −12.3
wait 13.4 cheese −12.0
people 12.9 love −11.9
minute 12.8 home −11.3

Topic cluster 1 versus topic cluster 3

Highest Lowest

Terms Beta spread Terms Beta spread

place 15.6 just −12.9
friend 14.3 meal −12.7
price 13.6 made −11.8
staff 13.3 offer −10.9
hour 13.2 order −10.6

Table 2 Terms with the highest beta values for the three topic clusters

Topic cluster 1 Topic cluster 2 Topic cluster 3

Term Beta value Term Beta value Term Beta value

place 0.0462 order 0.0253 chicken 0.0162

food 0.0311 time 0.0191 delicious 0.0101

friend 0.0186 just 0.0154 taste 0.0094

service 0.0139 wait 0.0100 salad 0.0087

price 0.0115 table 0.0093 dish 0.0086
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business has indicated that in reviews of high priced restau-
rants, there is a higher composition of service and food related
issues, whereas in reviews of low priced restaurants, there is a
higher composition of generic information. This hints that
customers have specific and high expectations regarding both
food and service quality attributes in high priced restaurants
compared to low priced restaurants. It is also observed that
reviews with a higher rating consist more of topics related to
food and less of topics related to service compared to reviews
with lower ratings. This indicates that compared to food, poor
service is more likely to lead to a lower rating score. It indi-
cates a dissatisfaction towards service-related quality attri-
butes is more likely to lead to a negative evaluation of a
restaurant.

The topics discovered are consistent with the theory of
goods and services continuum. The theory suggests that out-
put from all businesses have characteristics of both goods and
services, the former being different from the latter based on
typical characteristics of tangibility, perishability, separability,
and standardization (Lovelock 1983; Zeithaml et al. 1985;
Evans and Berman 2002; Bearde et al. 2007; Gale 2007).
Since restaurants, which form the focus of this study, are

expected to fall in the middle of the continuum, topics related
to both aspects should be discovered from the reviews. In line
with this, in our case, separate topic clusters for “goods” and
“services” aspects of the business were discovered, which
provide a qualitative validation of the approach.

It may be noted that quality cues in reviews, used by con-
sumers to make decisions, as well as quality attributes which
reflect consumers’ expectation from a product or service are
specific to a product or service and cannot be generalized.
Furthermore, consumers’ needs and tastes may evolve over
time, and hence, the cues and attributes will likely change over
time. In such a scenario, an unsupervised knowledge discov-
ery approach is needed for understanding customer prefer-
ences and decision-making process, and topic modeling pro-
vides the most suitable alternative. The use of topic modeling
in this study led to discovery of cues and attributes valued by
consumers, and thereby illustrated this point.

The findings from case analysis, as discussed above, make
a contribution to review influence literature in two major
ways. First, it extends the idea of diagnosticity in the study
of online review influence by illustrating the important role of
embedded topics in influence. And second, it illustrates the

Table 4 Mean and standard deviation of gamma values of topic clusters for different categories of reviews

High length versus low length

Topic 1 (Generic) Gamma
(Mean)

Topic 2 (Service) Gamma
(Mean)

Topic 3 (Food) Gamma
(Mean)

High length 0.317 (0.079) 0.348 (0.096) 0.335 (0.097)

Low length 0.354 (0.048) 0.319 (0.046) 0.327 (0.049)

Dif. sig. at p < =0.01 Dif. sig. at p < =0.01 Dif. sig. at p < =0.01

High readability versus low readability

High readability 0.347 (0.569) 0.321 (0.058) 0.332 (0.063)

Low readability 0.324 (0.076) 0.347 (0.090) 0.329 (0.089)

Dif. sig. at p < =0.01 Dif. sig. at p < =0.01 Dif. sig. at p < =0.01

High rating versus low rating (review)

High rating 0.353 (0.059) 0.314 (0.054) 0.332 (0.064)

Low rating 0.318 (0.071) 0.412 (0.090) 0.329 (0.088)

Dif. sig. at p < =0.01 Dif. sig. at p < =0.01 Dif. sig. at p < =0.01

High affect versus low affect (review)

More positive 0.352 (0.062) 0.305 (0.050) 0.343 (0.070)

Less positive 0.325 (0.069) 0.351 (0.084) 0.324 (0.080)

Dif. sig. at p < =0.01 Dif. sig. at p < =0.01 Dif. sig. at p < =0.01

High price versus low price (business)

High price 0.334 (0.072) 0.335 (0.079) 0.331 (0.081)

Low price 0.337 (0.059) 0.332 (0.071) 0.330 (0.069)

Dif. sig. at p < =0.01 Dif. sig. at p < =0.01 Dif. sig. at p < =0.01

More popular versus less popular (reviewer)

More Popular 0.340 (0.0667) 0.329 (0.073) 0.330 (0.074)

Less Popular 0.337 (0.0650) 0.339 (0.080) 0.323 (0.072)

Dif. not sig. Dif. sig. at p < =0.01 Dif. not sig.
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role of topic modeling in the study of online reviews in general
and review influence in particular. While the specific findings
are relevant only for restaurants, the approach can be extended
to online reviews for any product or service. Furthermore,
since online review data is often available in the public do-
main, it may be possible to compare the findings with other
players in the industry. A better understanding of the nature of
information contained in the reviews and its impact on users
can help managers understand and serve the needs of the cus-
tomers in a more effective way.

Implications

The article makes important contributions to the literature on
information systems. First, the article contributes to the liter-
ature in the field of online review creation by offering a novel
way to analyze thematic content in a review dataset. The

proposed approach in this article enables a more comprehen-
sive analysis of thematic content by identifying individual
topics embedded in reviews as well as examination of the
differences in topical composition between different review
sub samples. It extends the literature on online reviews that
has focused on mining product features and / or determination
of customer satisfaction from online reviews (Ma et al. 2013;
Xianghua et al. 2013; Guo et al. 2017). Second, the article
adds to a growing body of literature in the field of online
review influence by illustrating the importance of analyzing
thematic content in determining the usefulness of a review.
While several articles have investigated the determinants of
online review influence (as shown in Table 1), the role of
thematic content in impacting review influence has so far
remained unexplored. This gap is bridged by this article.
And third, the proposed approach extends the knowledge
about text mining and natural language processing techniques
in understanding information systems related phenomenon,
particularly online reviews (Buettner 2017; Lugmayr and
Grueblbauer 2017). The need for the same has been noted in
extant research (Debortoli et al. 2016), and the article contrib-
utes by illustrating the application of topic modelling to better
understand the impact of online reviews on consumers.

Likewise, the article has important implications for
practitioners. The proposed approach can be used by re-
tailers, manufacturers, and service-based businesses to
monitor the feedback given by customers in greater detail,
and with little human intervention. This can be done by
automatically identifying the key themes in reviews using
topic modelling, and periodically reporting them to the
business end users. Second, the approach can assist in
market research efforts by identifying expectations of cus-
tomers across different business types. As topic modelling
inductively identifies key themes from data naturally and

Table 5 Summary of sub-
sampling results Sub-sampling

variable
Findings

Length Longer reviews have a higher composition of service and food related topics, and a lower
composition of generic information compared to shorter reviews.

Readability More readable reviews have a higher composition of generic information and food related
topics and a lower composition of service-related topics compared to less readable
reviews.

Rating score Reviews with high rating have a higher composition of generic information and food
related topics, and a lower composition of service-related topics compared to reviews
with low rating.

Affect Positive reviews have a higher composition of generic information and food related topics,
and a lower composition of service-related topics compared to less positive reviews.

Price range Reviews of high-priced restaurants have a higher composition of service and food related
topics, and a lower composition of generic information compared to reviews of
low-priced restaurants.

Reviewer
popularity

Reviews written by more popular reviewers have a lower composition of service-related
topics compared to reviews written by less popular reviewers. The composition of other
topics written by both category of reviewers is similar.

Table 6 Descriptive statistics of variables used in the analysis

Variables Min Max Mean Std. dev

Total votes 0 75 1.848 3.794

Topic cluster 1 (Generic) 0.110 0.631 0.335 0.068

Topic cluster 2 (Service) 0.081 0.739 0.334 0.077

Topic cluster 3 (Food) 0.078 0.809 0.331 0.077

Rating deviation 0.000 3.633 0.996 0.719

Review length 1 986 110.181 107.912

Review readability 1.000 198.670 14.483 9.185

Number of fans 0.000 594.000 4.725 17.797

Negative affect 0.000 42.860 1.128 1.936

Review age (in days) 0 3673 1336.913 925.879

Review count 3 450 176.173 142.686
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wilfully generated by consumers, it may be more effective
than standard market research efforts using pre-defined
questions and scales. And third, by identifying topics
which make reviews useful to a reader, e-commerce and
review platforms can make specific recommendations to
reviewers to create more useful content. They can also
effectively identify reviews which need to be shown to
the readers, which is particularly important if the number
of reviews for a product or business is large.

Conclusion

With the increasing popularity of analytics, there has been a
shift in traditional approaches of marketing in favour of data-
driven techniques. As such, there is great interest in the aca-
demic community to develop novel analytics driven ap-
proaches to support marketing efforts across different indus-
tries and contexts. This article has contributed to this field by
proposing and illustrating the use of a novel approach to ex-
amine the composition of online reviews and its impact of
influence.

As in other articles, a few limitations may be observed,
which point towards scope for future work in the area. First,
the generalizability of findings obtained from topic model-
ing is limited to the data source being considered. As such,
findings obtained from topic modeling in one context can-
not be applied to other contexts. The approach has been
illustrated using data from a single platform. In future stud-
ies, the utility of the approach across multiple platforms can
be established. In particular, while the current article has
focused on service-based reviews, the utility of the pro-
posed approach can be examined and validated for product
reviews in future. Second, the identification of constructs
and establishing relationship between constructs needs sub-
jective interpretations on the part of researchers. As such,

like manual content analysis, topic modeling is also not
fully automatic and replicable. The approach relies on the
determination of a suitable theme for identification of clus-
ters by the authors.It is not clear if a large group of experts
interpreting the same content will reach same or similar
conclusions. In future studies, the consistency of findings
for different users (particularly industry experts) can be
examined. Third, we have considered several review char-
acteristics and studied their impact of the discovery of
topics from reviews. However, in order to keep the models
parsimonious we have considered only select characteris-
tics that have been shown to be influential in extant re-
search. In future, a more comprehensive list of review and
reviewer characteristics may be considered. This can in-
clude linguistic characteristics like spelling errors as well
as the extent of reviewer information disclosure. Fourth, we
have observed that topics representing ‘goods’ and ‘ser-
vice’ result in different impact on review influence.
However, further research is needed to examine why this
difference is observed and what theoretical explanation can
be provided for this result. Future researchers are encour-
aged to explore advanced theoretical lenses as well semi-
structured interviews of the readers of the reviews to pro-
vide a deeper understand of this finding. It is hoped that the
proposed approach will lead to an increased interest in in-
vestigating the thematic content of reviews, and future stud-
ies will refine and enhance the approach making it more
accurate, useful, and robust.

Appendix

Some sample reviews containing words with highest value of
beta for different topics and highest value of beta spread be-
tween different pairs of topics have been presented below. It
may be noted that specific terms and not entire reviews were
assigned to different topic clusters. We have listed reviews in

Table 7 Results obtained from the regression analysis

Variables Model 1 (t value)
Baseline

Model 2 (t value) Baseline +
Topic 1 Cluster

Model 3 (t value) Baseline +
Topic 2 Cluster

Model 4 (t value) Baseline +
Topic 3 Cluster

(Constant) −3.173** 1.300 −2.619 *** −4.754***

Rating deviation 4.018*** 3.518*** 3.946 *** 4.564***

Review length 17.524*** 15.244*** 16.975 *** 17.373***

Reviewer popularity 25.540*** 25.546*** 25.407*** 25.155***

Negative affect 2.026* 1.548 2.048 * 2.345**

Review age −8.211*** −8.614*** −8.206*** −8.495***

Review count 1.126 1.330 1.087 0.942

Topic cluster 1 (Generic) NA −3.999*** NA NA

Topic cluster 2 (Service) NA NA −0.321 NA

Topic cluster 3 (Food) NA NA NA 3.645***

∗p < 001; ∗∗p < 0005; ∗∗∗p < 0001. (Sample size: 13,456).
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the appendix only to highlight the reviews containing consid-
erable proportion of terms in the three identified topic clusters.

Topic 1 – Generic

“Very satisfied! Great food! Quiet! Perfect! New to Fountain
Hills. This is the place we were looking for”.

“Atmosphere is cool and laid back, nice drink menu,
friendly staff! Just moved to the neighborhood and really like
the place …”.

“Amazing authentic food. I highly recommend the buffet.
Friendly staff. Definitely coming back.”

“Staff is great, food is great, beer selection is super great.
They have PBR in a can every day all day for $1.25.”

“Im in town for business for a few days. This place is close
to my hotel so I popped in to try it. \n\nFantastic gyros,
friendly service and reasonably priced. \n\nDont forget to pick
up some baklava!

Topic 2 – Service

“… This time the service was even more slow. 15 minutes
passed before we even got our water. 45 minutes later our
food still hadnt arrived. The waitress kept speeding by our
table and ignoring us …”.

“… At this point I look around the restaurant and I see
some lady customer get up from her table, walks over to a
waitress and screams at her saying shes walking out because
her family too was still waiting for their food after over an
hour. Within 15 minutes like a trickle effect I watch 3 more
tables walk out havent even gotten their food yet either …”.

“… Aside from the layout problems with the lines, the line
did move fairly quickly and we were able to place our orders
in a fair amount of time. After we placed our orders we sat
down at one of the tables and waited. While waiting we no-
ticed more layout issues. The spot where the orders come up is
on the opposite side of the store from the tables, so if you are
sitting down its difficult to hear if they are calling your number
…”.

“… We waited 10 min before anyone noticed us. A waiter
came over and took drink orders, which we received quickly,
but no sugar or silverware. We were ready to order but could
not get the waiters attention …”.

“… At the bar we waited an unreasonable amont of time to
be served. The bartender completely ignored us and only went
to people who yelled for him or frantically waived their arms
signaling him over.\n\nAfter a long wait I ordered a long
Island Iced Tea …”

Topic 3 – Food

“… My husband had the Chefs Taco Tasting Platter. It was
five different tacos with two salsas. I didnt taste the tacos but

my husband said he couldnt taste what taco was chicken from
the beef and pork and liked the vegetable tacos best. (that is
very unusual for him) He also said they had too much raw
cabbage in them for his taste …”.

“… Our entrees were all excellent. Salmon, Short ribs and
steak. The Salmon had this awesome crispy skin, delicious
blue cheese potatoes. Steak was excellent. Short ribs had a
cumin citrus sauce that was so good …”.

“…For mymeal I had the NationalDish ofMalaysia the Ri
Nasi Lemak. It was a pile of rice with fried chicken, hard
boiled egg, cucumbers, and spicy chili anchovy sauce. The
chicken was tasty and seemed infused with mild flavors …”.

“… This Puerto Rican inspired eatery, which is excellent
for small groups and sharing, also has some heartier dishes
on its menu such as the Pork Pernil or Ropa Vieja, which are a
12 hour slow cooked pork and beef pot roast…”.

“… Basically it was a grilled chicken salad. The salad
was made with crisp fresh greens, canned mandarins,
LOTs of Carrots and Lots of crisp tortilla strips. The
chicken on it was very tasty but slightly dry. I thought
the cashews were very good they seemed real sweet but
had a spicy kick at the end and the ginger dressing was
good too. Overall it was a nice salad that I would order
again but would ask for them to go lighter on the tortilla
strips …
”
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